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Current efforts to regulate AI focus primarily on reducing harms and mitigating risks presented by the technology. These are important efforts, but their focus is incomplete. As a general-purpose technology, AI has the potential to fundamentally transform society. Framing AI regulation solely in terms of risk mitigation obscures the bigger picture: bracing for unprecedented economic and social change. The widespread diffusion of AI could, and is perhaps already beginning to, upend existing regulatory systems. Drawing on Canadian case studies in healthcare, financial services, and nuclear energy, this policy brief illustrates that AI could challenge the conventional targets and tools of regulation, which would have far-reaching implications. We propose a practical tool – “regulatory impacts analysis” (RIA) – to assist policymakers in navigating these challenges and adapting governance infrastructure to an economy transformed by AI. We expect this framework to be useful for policymakers both in Canada and beyond.
Regulatory responses to AI have to date largely focused on the potential harms and risks associated with the technology, ranging from algorithmic bias and misinformation to accidents caused by autonomous vehicles (Kaminski, 2023). This prevailing approach, which we describe as a “harms paradigm”, is necessary but also incomplete (Hadfield and Clark, 2023). While AI does indeed pose significant risks in various domains, its potential implications are far broader. In particular, because AI is a general-purpose technology, it could transform many sectors of the economy and, in doing so, call into question the traditional targets and tools of regulation. Policymakers, we suggest, should prepare for new and changing conditions by analyzing the anticipated impact of AI on governance infrastructure. To facilitate this, we propose a concrete framework for conducting “regulatory impacts analysis” that Canadian and international policymakers could implement at various levels of government. While the framework is by no means comprehensive, it affords policymakers clear directional signals that could be invaluable in the face of disruptive socioeconomic change (Krehm, 1980).

The remainder of the policy brief is organized as follows. Section 2 outlines the prevailing harms paradigm in AI regulation. Section 3 explores the wider impacts of AI as a general-purpose technology. Section 4 investigates how AI could upend existing regulatory frameworks, including the targets and tools of existing regulation. Section 5 describes the RIA process and illustrates how it could be applied in practice.

2 This approach seems to align with the concept of “everything-bagel liberalism,” according to which regulators seek “to accomplish so much with a single project or policy that ends up failing to accomplish anything at all” (Klein, 2023).
As AI begins to play a growing role in the economy, regulators appear to have taken a leaf out of their traditional playbook. They focus on the harms potentially posed by AI and adopt regulatory approaches originally developed in conventional product safety and risk mitigation. Prominent examples include the EU AI Act, which is a quintessential risk categorization and mitigation regime (Kaminski, 2023). The Act categorizes AI systems based on their risk levels and imposes corresponding safety requirements. Canada’s Artificial Intelligence and Data Act (AIDA), part of Bill C-27, similarly proposes regulating AI by classifying systems according to their level of impact, imposing the most stringent conditions on “high-impact” AI systems. The harms paradigm is also dominant in the United States, typified by the National Institute of Standards and Technology (NIST) AI Risk Management Framework, which proposes principles and procedures for AI enterprise risk management.
Although these regulatory frameworks purport to address a wide range of risks from AI, including physical and psychological harm, property damage, economic losses, and discriminatory outcomes, they miss the risk that AI disrupts our ability to achieve regulatory goals across other products and sectors (Hadfield and Clark, 2023; Maas, 2019; 2022). [Moreover, they rely on high-level abstractions and principles that are difficult to implement in practice (Scassa, 2023; Hohma et al., 2023).] The focus on harms and risks of AI as a technology arguably obscures the impact of AI on regulation itself, and the growing need to adapt regulatory strategies and techniques to an economy shaped by AI. It is increasingly apparent that the technology presents complex questions that go beyond the prevailing harms paradigm. Consider, for example, regulation in the healthcare sector. How should healthcare regulators assess the safety and efficacy of AI systems that rely on simulated data instead of traditional human clinical trials? How should regulators divide responsibility and attribute liability between the developers of AI systems and companies deploying the technology in healthcare settings? Answering these questions solely through the narrow lens of risk mitigation fails to come to grips with broader, systemic issues.

Regulators are not alone in subscribing to the harms paradigm. The discourse among technologists building AI systems and social scientists studying the impacts of AI also reinforces the harms paradigm. For example, the seminal academic paper on “foundation models” dedicates significant attention to the risks posed by these systems (Bommasani et al., 2021), as do prominent critics of large language models (Bender et al., 2021). Leading AI companies have adopted a similar posture. For example, OpenAI and Google DeepMind have adopted the harms paradigm when discussing the policy implications of cutting-edge AI systems (Weidinger et al., 2021, 2022; GPT-4 technical report; Anderljung et al., 2023). Legal scholars have followed suit. For instance, Kaminski analogizes AI regulation to risk mitigation encountered in environmental law, privacy law, and cybersecurity (Kaminski, 2023a; 2023b). Kolt similarly focuses on large-scale risks from AI, not its broader impact on regulatory infrastructure (Kolt, 2023). This prevailing approach, however, is not a foregone conclusion. Policymakers, we suggest, can and should adopt a broader lens when confronting the societal impact of AI.
AI is a general-purpose means of invention (Cockburn et al., 2019) and problem-solving that has the potential to impact every sector of society. In this respect, AI differs from many disruptive technologies of the past. It prompts a complex interplay of impacts rather than discrete, isolated opportunities and risks. This perspective is encapsulated in the characterization of AI as a general-purpose technology (Trajtenberg, 2018; Brynjolfsson et al., 2017; 2019; Crafts, 2021; Garfinkel, 2022; Goldfarb et al., 2023; Lipsey et al., 2005). The generality of AI can be seen in the many applications of the technology, including personal assistants like ChatGPT and Claude, which provide a broad array of services, ranging from legal and medical advice to computer programming and managing email correspondence. AI search tools such as Bing Chat and Google Bard purport to serve as information intermediaries and repositories of knowledge that could dramatically affect the way people access and consume information. Meanwhile, specialized scientific AI systems like AlphaFold can perform complex cognitive tasks that accelerate scientific research (Korinek, 2023). More recently, AI systems such as AutoGPT have been shown to act as independent agents that can spawn additional agents and work together to perform complex multi-step tasks (Chan et al., 2023).
Seen in this light, the applications and impact of AI extend well beyond the boundaries of any particular sector or regulatory context. It is also apparent that many current regulations were not designed with AI in mind. For instance, car safety regulation was not developed to address the advent of autonomous vehicles. Policies in educational institutions were not equipped to deal with the onslaught of AI-generated content (Colonna, 2022). Legal services were similarly unprepared for the automation of activities traditionally carried out by (human) lawyers (Kluttz and Mulligan, 2019). While these are seemingly isolated examples, each pertaining to a particular sector of the economy, they share in common an underlying problem: regulators do not, at least by default, anticipate and address the cascading effects of transformative technologies such as AI (Frank et al., 2019). In addition to driving change in particular sectors of the economy (Brynjolfsson et al., 2019, 2023), widely adopted AI tools could dramatically impact markets (Gal and Elkin-Koren 2017; Van Loo 2019) and bring about large-scale, unpredictable structural changes (Shevlane and Dafoe, 2021). We now turn to consider the impact of AI on regulation itself.
Regulation is commonly understood as “the enterprise of subjecting human conduct to the governance of rules” (Fuller, 1964), which is supported by complex and iteratively evolving social, economic, and legal infrastructure (Hadfield, 2017). Regulation, in other words, is not confined to formal statutes or judicial decisions. It is built up from intricate and highly context-dependent norms. As we will demonstrate, AI poses multiple challenges for regulation (Hadfield and Clark, 2023), a significant number of which are distinct from the challenges posed by other disruptive technologies (Brownsword, 2018; 2019).

While prior studies unpack some of these challenges, including the issue of regulation keeping pace with innovation (Liu et al., 2020, Maas, 2019; 2022, Hopster and Maas, 2023), we aim to provide an overview that will be of practical use to policymakers in Canada. The discussion covers two case studies: healthcare and financial services. Before proceeding, it is helpful to point out that each case study focuses on two distinct, but closely related, impacts of AI. The first concerns how AI could impact the targets of regulation, i.e. the entities to which regulation applies (or aims to apply). The second concerns how AI could impact the tools of regulation, i.e. the mechanisms used to govern the targets of regulation.
CASE STUDY 1: HEALTHCARE

Prior to the advent of AI, regulation has targeted human actors and entities comprised of humans, often within a particular domain. Healthcare regulation, for example, imposes a range of educational and licensing requirements on doctors, nurses, and other healthcare providers. Healthcare professionals must undergo training and, to varying degrees, demonstrate competence on an ongoing basis. AI, however, is beginning to complicate the regulatory landscape. While human professionals are likely to continue to be heavily involved in providing healthcare services, AI tools such as large language models are predicted to play a significant role in the sector (Moor et al., 2023, Lee et al., 2023), as they cut across various professions, particularly high-income occupations (Eloundou et al., 2023; Kreitmeir and Raschky, 2023; Noy and Zhang, 2023). As AI changes how healthcare services are delivered, regulation of healthcare professionals may no longer be sufficient and current approaches may no longer be appropriate.

Consider, for example, Google's Med-PaLM, which can perform a variety of biomedical tasks, including mammography and dermatology image interpretation, radiology report generation and summarization, and genomic variant calling (Tu et al., 2023). Tools like this arguably shift the regulatory focus from doctors and conventional healthcare processes to software engineers and the development of AI products and services, raising a host of new questions. For instance, which actors should be required to undergo educational and professional training – human healthcare specialists or AI developers building healthcare applications, or both? Which entity is liable for defective AI-generated medical advice? How can responsibility be shared between these different actors?

1 Compare Lamb 2016, which suggested that blue-collar jobs will be the most impacted by AI in Canada.
In addition to questioning who should be the targets of healthcare regulation, AI also prompts us to reflect on which regulatory tools might be appropriate for governing a sector impacted by AI technologies. For example, should standards related to hygiene, patient care, and safe medical practices be changed in light of the use of AI in healthcare settings? What mechanisms can be developed to monitor and enforce compliance? What resources do regulators need in order to make these assessments? While some components of healthcare regulation, such as medical device regulation, could be adapted to the use of AI tools, other components will need to be entirely revisited.

How have Canadian healthcare regulators responded to these challenges? In short, significant work lies ahead, both with respect to addressing new regulatory targets and developing new regulatory tools. Just as Canadian regulators have not yet adapted to the role of new AI-focused entities in providing or supporting healthcare services, they have not yet adapted to the provision of healthcare services through new AI-driven or AI-mediated means (Da Silva et al., 2022). Health Canada, for instance, faces significant challenges in implementing new licensing regimes for AI medical devices (CIFAR, 2020; Régis and Flood, 2021; Da Silva et al., 2022).

The case of medical device regulation is particularly illuminating. Health Canada currently aims to address medical AI using a product safety approach supported by provisions in the Food and Drugs Act and Medical Devices Regulation and a supporting set of AI-specific principles (Health Canada, 2021; 2022). In large part, however, medical devices are categorized into four classes, ranging from Class I (low-risk devices like wheelchairs) to Class IV (high-risk devices like defibrillators) (Medical Devices Regulations to Government of Canada, 1998 as amended in 2023; Health Canada, 2019), which determines the stringency of the applicable requirements. The classification of AI largely remains an open question. At present, AI developers would likely be considered medical device manufacturers, resulting in them being responsible for determining the risk classification of medical AIs (Da Silva et al., 2022). The problem, however, is that AI systems are not necessarily standalone devices or products. They are dynamic tools that are highly sensitive to the contexts in which they are deployed (Gulshan et al., 2016). Seen in this light, how can a regulatory regime designed for evaluating traditional, narrow-purpose medical devices be applied to general-purpose medical AIs (Gerke et al., 2020)? Tracing the causal chain between an adverse outcome and the AI, alongside other human and organizational factors that contribute to that outcome is not trivial (Hadfield and Clark, 2023). Allocating liability among different actors is equally challenging.

A failure to address these issues could have significant implications for patients, healthcare providers, and the entire healthcare system. Critically, regulators are often at a notable information disadvantage compared with AI developers in the medical domain. For example, there is little historical data available for comparing different AI-driven personalized treatments (Dankwa-Mullan and Weeraratne, 2022). As a result, the public may lose trust in healthcare providers that use AI tools or, worse still, repose trust in healthcare providers and technologies where trust is unwarranted (Kelly et al., 2019). Without thoughtful intervention, these dynamics could undermine the broader integrity of the healthcare system.
CASE STUDY 2:
FINANCIAL SERVICES

Financial regulation aims to protect the financial system by tackling fraud, market manipulation, and unfair practices. To achieve this goal, regulators have traditionally targeted human actors, specifically individuals involved in financial activities, and traditional institutions such as banks and investment firms. Regulatory tools have typically included a combination of mandatory disclosure, monitoring, auditing, and professional training and licensing. To be clear, these tools are designed to govern human actors and institutions, ensuring that all parties understand their rights, obligations, and expectations when it comes to providing or receiving financial services. For example, financial analysts must obtain a Chartered Financial Analyst certification to carry out various financial services and adhere to legally binding financial services agreements, which outline the terms and conditions of their relationship with clients and financial institutions. These requirements are complemented by the threat of personal sanctions in the event of non-compliance (Azzutti et al., 2021).

Until recently, this approach to financial regulation appeared satisfactory, at least in principle. But this is likely to change as AI tools are integrated more broadly and deeply into the financial sector. For instance, algorithmic trading now accounts for a growing fraction of market activity (Fortune Business Insights, 2023). AI-driven financial and investment services are also available to retail clients through trading platforms like Aiden Arrival used by the Royal Bank of Canada (Borealis AI, 2022). In addition to exposing investors to greater risk, due to their vulnerability to minor market fluctuations, AI tools could also pose systemic risks to financial markets. For example, using popular large language models to assist in predicting stock performance (Lopez-Lira and Tang, 2023) could result in highly correlated or homogenous investment decisions that have cascading effects on markets. In addition, efforts to build autonomous agents that can independently manage an online trading business (Suleyman, 2023) could, if successful, spawn innumerable AI agents that interact with each other in unpredictable and potentially destabilizing ways.

4 Of course, financial regulations can and do fail, e.g. 2007–2008 financial crisis.
5 A canonical example is the 2010 Flash Crash (Kirilenko et al., 2017).
6 See also: Ezrachi and Stucke (2017), on how AI collusion undermines competition law.
These developments pose difficult questions for financial regulators. Facing the overarching challenge that “AI systems are a somewhat unusual animal … to regulate” (Azzutti et al., 2022), regulators must contend with new financial actors for which traditional regulatory tools are ill-suited. For example, are robo-advisors subject to fiduciary obligations comparable to those imposed on their human counterparts (Lee, 2020)? What safeguards should be established to prevent over-reliance on these AI systems? How might antitrust regulators ensure that smaller market participants have equal opportunities to compete amidst the growing prevalence of algorithmic trading and robo-advisors (Agrawal et al., 2019)? Who bears liability for AI-based investment advice that results in substantial losses? How can regulators prevent malicious actors from using open source AI tools (such as BloombergGPT) from orchestrating market manipulation and engaging in financial crime?

Most of these questions remain unanswered. While this may result from the organizational culture of regulators, it also stems from a lack of AI expertise and resources – which might also explain why the regulatory responses to the adoption of AI in the Canadian financial services industry are limited to a few white papers and reports. To date, there is no binding AI-specific regulation for the financial sector (Savoie, 2023; Aziz et al., 2021). While AIDA could change the regulatory landscape by imposing stringent obligations on “high impact” AI systems that result in “economic loss to an individual”, its consequences for the financial services sector remain uncertain. Moreover, the focus on individual harm, rather than systemic risk, arguably obscures the central issue presented by AI (Scassa, 2023). Ṣ To better contend with these issues, policymakers will need to more carefully consider the impact of AI on financial markets and, just as importantly, examine how AI could challenge the traditional targets and tools of financial regulation.

\[\text{But see discussion of “collective harms” in the AIDA companion document.}\]
Adapting to regulatory change is difficult for policymakers at the best of times. Adapting to regulatory transformation prompted by AI is an even more formidable challenge. As discussed, AI technologies are likely to significantly shift the targets of regulation and, to varying degrees, render many existing regulatory tools ineffective or obsolete. While policymakers cannot predict the precise scope or magnitude of this regulatory transformation, they can take concrete steps to better prepare for at least some of the changes that are in store.

This section proposes that policymakers conduct regulatory impacts analysis ("RIA") and illustrates how this might be done. Our aim is to assist policymakers in understanding and anticipating the impact of AI on regulation in their respective domain, and provide them with information to recalibrate the targets and tools of existing regulatory regimes. The discussion begins with a brief description of the RIA process, which is then followed by a case study demonstrating how policymakers could use RIA in practice.
POLICY FRAMEWORK AND TOOL

Given the pervasiveness of the harms paradigm in AI policy and governance, as discussed above, it is no surprise that there exist many frameworks for evaluating the risks posed by AI systems (Hendrycks and Mazeika 2022; Khlaaf, 2023), along with methods for documenting and communicating the resulting findings (Mitchell et al., 2018; Gebru et al., 2018; Gilbert et al., 2022). To date, however, there is no accepted framework for evaluating the impact of AI on regulatory regimes or systems (Raji et al., 2022; Costanza-Chock et al., 2022).

To fill this gap, we propose regulatory impacts analysis (“RIA”): a novel framework and procedure for analyzing the impact of AI on regulatory systems. RIA is designed to (1) assess the likely impact of AI on the targets and tools of regulation, and (2) assist policymakers in adapting governance institutions to the new and changing conditions arising from AI. This framework will be particularly useful to policymakers involved in designing regulatory tools and institutions.

Concretely, RIA is facilitated by presenting policymakers with a questionnaire. The purpose of the questionnaire is to prompt policymakers in a given domain to engage in structured analysis of the likely impact of AI on the regulatory institutions and methods that they are tasked with administering. To be clear, the RIA questionnaire is not supposed to serve as an exhaustive checklist describing all regulatory implications of AI. Rather, the questionnaire seeks to encourage policymakers to engage in frank conversations about current and anticipated regulatory challenges arising from AI, to engage necessary technology and other experts to understand where change is likely to come and when, and to begin to consider what steps can be taken to better prepare for these challenges. We envision the questionnaire guiding discussions or workshops with a wide range of experts, from within and without government. Sample questions are displayed in Box 1.

8 RIA could also inform the work of technologists building AI and academic researchers studying the broader social and economic impacts of AI.
### REGULATORY TARGETS

1. Currently, who are the primary targets of regulation in your domain? Who else are you responsible for regulating?
2. Do most regulatory requirements currently apply to these people and/or organizations?
3. Which actors are not currently regulated but should be regulated?
4. How will AI technologies and applications change your answers to questions 1–3? Are these changes already taking place? If so, what are the most significant changes to date? In what timeframe do you anticipate further changes to take place?
5. If AI were deployed more widely in your domain or were relied upon to a greater extent, in which additional ways would your answers to questions 1–3 change?

### REGULATORY TOOLS

6. Currently, what are the primary tools, mechanisms, and methods of regulation in your domain?
7. How do you currently administer and apply these regulatory tools, mechanisms, and methods?
8. Which regulatory tools do you currently refrain from using, and why?
9. How will AI technologies and applications change your answers to questions 7–9? Are these changes already taking place? If so, what are the most significant changes to date? In what timeframe do you anticipate further changes to take place?
10. If AI were deployed more widely in your domain or were relied upon to a greater extent, in which additional ways would your answers to questions 7–9 change?

### NEXT STEPS

11. Based on your answers above, list (a) regulatory targets in your domain that AI will render less important, and (b) regulatory targets in your domain that AI will render more important.
12. How do you plan to regulate these increasingly important regulatory targets? Provide 3–5 concrete recommendations that your organization should implement, and the timeline for implementation.
13. Based on your answers above, list (a) regulatory tools that AI will render less effective in your domain, and (b) new regulatory tools that should be developed in light of the use of AI in your domain.
14. How do you plan to develop these new regulatory tools? Provide 3–5 concrete recommendations that your organization should implement, and the timeline for implementation.
15. Do you have the resources to implement the recommendations listed in questions 12 and 14? If not, what additional resources do you require? How could you acquire those additional resources?
To illustrate how RIA could operate in practice, it is helpful to consider a concrete example: the regulation of nuclear energy and materials. In Canada, regulation in this domain is led by the Canadian Nuclear Safety Commission (CNSC). The CNSC currently focuses its attention on organizations that operate nuclear facilities and activities, including engineers and other personnel in these organizations. The CNSC employs various regulatory tools to oversee and enforce safety requirements and standards that apply to the use and transportation of nuclear materials and equipment. Key regulatory tools include licensing regimes and certification requirements (CNSC, 2020).

As AI systems are increasingly used in nuclear energy (Degrave et al., 2022; Lu et al., 2020), how can the CNSC use the RIA framework to adapt its regulatory targets and regulatory tools? First, by responding to questions 1–5 (see Box 1), the CNSC could gain further clarity around new regulatory targets it needs to consider. For example, AI technologies for conducting offensive cyber operations could potentially expand the range of malicious actors who seek to gain access to, or exploit, Canadian nuclear materials and technologies. Second, by responding to questions 6–10 (see Box 1), the CNSC could better understand which kinds of regulatory tools are increasingly important as AI is integrated into the infrastructure used for nuclear power in Canada. For instance, tools that monitor cybersecurity threats and enforce cybersecurity standards will be critical if nuclear materials are controlled (whether completely or partially) by AI systems. Finally, questions 11–15 (see Box 1) will assist the CNSC in preparing for these changes and building a concrete plan for recalibrating their regulatory targets and developing new regulatory tools, including by encouraging the CNSC to examine whether it has the resources to implement the necessary changes.

Both in nuclear energy and in other regulatory contexts, a few important clarifications are warranted. While RIA, if conducted appropriately, could elicit useful information about the regulatory impact of AI, a one-time procedure is unlikely to be sufficient. Given the impacts of AI are evolving and often unpredictable, RIA will need to be conducted periodically. Regular RIA audits, perhaps on an annual basis, could assist policymakers in revisiting the implications of AI for regulatory targets and tools in a sufficiently timely manner.

Another issue concerns implementation. Like any policy tool, the success of RIA will turn on a policymaking body’s resources and organizational culture. Without the resources to implement the recommendations emerging from the RIA procedure, progress on regulatory priorities cannot be made. Similarly, rigid organizational cultures could frustrate efforts to address new regulatory targets and administer new regulatory tools. While exploring strategies for overcoming these obstacles is outside the scope of this policy brief, suffice to say that RIA will be most effective if undertaken by actors with significant institutional support and internal organizational clout.
This policy brief has aimed to demonstrate that regulatory responses to AI focused only on the technology’s harms are incomplete. As illustrated in a growing number of applications, AI is a general-purpose technology that stands to transform regulation itself – both the targets and tools of regulation. Policymakers need to proactively prepare for these developments by analyzing the anticipated impact of AI on governance frameworks and, where appropriate, re-designing those frameworks for an economy shaped by AI. To facilitate this process, we propose a practical tool for conducting regulatory impacts analysis. We expect the tool to assist policymakers at various levels of government both in Canada and beyond.
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